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Abstract: Computer vision is a field that includes methods for acquiring, processing, analyzing, and understanding 

images and, in general, high-dimensional data from the real world in order to produce numerical or symbolic 

information, e.g., in the forms of decisions. A theme in the development of this field has been to duplicate the 

abilities of human vision by electronically perceiving and understanding an image. Understanding in this context 

means the transformation of visual images (the input of retina) into descriptions of world that can interface with 

other thought processes and elicit appropriate action. This image understanding can be seen as the disentangling of 

symbolic information from image data using models constructed with the aid of geometry, physics, statistics, and 

learning theory. Computer vision has also been described as the enterprise of automating and integrating a wide 

range of processes and representations for vision perception. 
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I.   INTRODUCTION 

As humans, we perceive the three-dimensional structure of the world around us with apparent ease. Think of how vivid 

the three-dimensional percept is when you look at a vase of flowers sitting on the table next to you. You can tell the shape 

and translucency of each petal through the subtle patterns of light and shading that play across its surface and effortlessly 

segment each flower from the background of the scene. Looking at a framed group por- trait, you can easily count (and 

name) all of the people in the picture and even guess at their emotions from their facial appearance. Perceptual 

psychologists have spent decades trying to understand how the visual system works and, even though they can devise  

optical illusions1 to tease apart some of its principles, a complete solution to this puzzle remains elusive(Marr 1982; 

Palmer 1999; Livingstone 2008). 

Researchers in computer vision have been developing, in parallel, mathematical tech- niques for recovering the three-

dimensional shape and appearance of objects in imagery. We now have reliable techniques for accurately computing a 

partial 3D model of an environment from thousands of partially overlapping photographs. Given a large enough set of 

views of a particular object or fac¸ade, we can create accurate dense 3D surface mod- els using stereo matching. We can 

track a person moving against a complex background. We can even, with moderate success, attempt to find and name all 

of the people in a photograph using a combination of face, clothing, and hair detection and recognition. However, despite 

all of these advances, the dream of having a computer interpret an image at the same level as a two-year old (for example, 

counting all of the animals in a picture) remains elusive. Why is vision so difficult? In part, it is because vision is an 

inverse problem, in which we seek to recover some unknowns given insufficient information to fully specify the solution. 

We must therefore resort to physics-based and probabilistic models to disambiguate between potential solutions. 

However, modeling the visual world in all of its rich complexity is far more difficult than, say, modeling the vocal tract 

that produces spoken sounds. 

The forward models that we use in computer vision are usually developed in physics (radiometry, optics, and sensor 

design) and in computer graphics. Both of these fields model how objects move and animate, how light reflects off their 

surfaces, is scattered by the atmosphere, refracted through camera lenses (or human eyes), and finally projected onto a flat 

(or curved) image plane. While computer graphics are not yet perfect (no fully computer- animated movie with human 

characters has yet succeeded at crossing the uncanny valley2 that separates real humans from android robots and 
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computer-animated humans), in limited domains, such as rendering a still scene composed of everyday objects or 

animating extinct creatures such as dinosaurs, the illusion of reality is perfect. 

In computer vision, we are trying to do the inverse, i.e., to describe the world that we see in one or more images and to 

reconstruct its properties, such as shape, illumination, and color distributions. It is amazing that humans and animals do 

this so effortlessly, while computer vision algorithms are so error prone. People who have not worked in the field often 

under- estimate the difficulty of the problem. (Colleagues at work often ask me for software to find and name all the 

people in photos, so they can get on with the more “interesting” work.) This misperception that vision should be easy 

dates back to the early days of artificial intelligence, when it was initially believed that the cognitive (logic proving and 

planning) parts of intelligence were intrinsically more difficult than the perceptual components (Boden 2006). 

II.   OBJECT DETECTION IN IMAGES 

Detection of objects consists broadly of four stages: 

 

Fig. 1. Left: A sample object image used in vocabulary construction. Center: Interest points detected by the F¨orstner operator. 

Crosses denote intersection points; circles denote centers of circular patterns. Right: Patches extracted around the interest 

points 

 

Fig. 2. The 400 patches extracted by the F¨orstner interest operator from 50 sample images. 

 

Fig. 3. Examples of some of the “part” clusters formed after grouping similar patches together. These form our part vocabulary 
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A. Vocabulary Construction- 

The first stage in the approach is to develop a vocabulary of parts with which to represent images. To obtain an expressive 

representation for the object class of interest, we require distinctive parts that are specific to the object class but can also 

capture the variation across different instances of the object class. Our method for automatically selecting such parts is 

based on the extraction of interest points from a set of representative images of the target object. 

B. Image Representation- 

Having constructed the part vocabulary above, images are now represented using this vocabulary. This is done by 

determining which of the vocabulary parts are present in an image, and then representing the image as a binary feature 

vector based on these detected parts and the spatial relations that are observed among them.  

C. Image Representation- 

Having constructed the part vocabulary above, images are now represented using this vocabulary. This is done by 

determining which of the vocabulary parts are present in an image, and then representing the image as a binary feature 

vector based on these detected parts and the spatial relations that are observed among them. 

D. Learning a Classifier- 

Using the above feature vector representation, a classifier is trained to classify a 100×40 image as car or non-car. We used 

a training set of 1000 labeled images  (500 positive and 500 negative), each 100×40 pixels in size.2 The images were 

acquired partly by taking still photographs of parked cars, and partly by grabbing frames from digitized video sequences 

of cars in motion. The photographs and video sequences were all taken in the Champaign-Urbana area. After cropping and 

scaling to the required size, histogram equalization was performed on all images to reduce sensitivity to changes in 

illumination conditions. The positive examples contain images of different kinds of cars against a variety of backgrounds, 

and include images of partially occluded cars. The negative training examples include images of natural scenes, buildings 

and road views. Note that our training set is relatively small and all images in our data set are natural; we do not use any 

synthetic training images, as has been done. 

Detection Hypothesis Using the Learned Classifier Having learned a classifier4 that can classify 100 × 40 images as 

positive or negative, cars can be detected in an image by moving a 100 × 40 window over the image and classifying each 

such window as positive or negative. However, due to the invariance of the classifier to small translations of an object, 

several windows in the vicinity of an object in the image will be classified as positive, giving rise to multiple detections 

corresponding to a single object in the scene. A question that arises is how the system should be evaluated in the presence 

of these multiple detections. In much previous work in object detection, multiple detections output by the system are all 

considered to be correct detections (provided they satisfy the criterion for a correct detection; this is discussed later in 

Section III-B). However, such a system fails both to locate the objects in the image, and to form a correct hypothesis 

about the number of object instances present in the image. Therefore in using a classifier to perform detection, it is 

necessary to have another processing step, above the level of the classification output, to produce a coherent detection 

hypothesis. 

III.   APPLICATIONS OF COMPUTER VISION 

Applications range from tasks such as industrial machine vision systems which, say, inspect bottles speeding by on a 

production line, to research into artificial intelligence and computers or robots that can comprehend the world around 

them. The computer vision and machine vision fields have significant overlap. Computer vision covers the core 

technology of automated image analysis which is used in many fields. Machine vision usually refers to a process of 

combining automated image analysis with other methods and technologies to provide automated inspection and robot 

guidance in industrial applications. In many computer vision applications, the computers are pre-programmed to solve a 

particular task, but methods based on learning are now becoming increasingly common. Examples of applications of 

computer vision include systems for: 

• Optical character recognition (OCR): reading handwritten postal codes on letters (Figure 1.4a) and automatic 

number plate recognition (ANPR); 
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• Machine inspection: rapid parts inspection for quality assurance using stereo vision with specialized illumination to 

measure tolerances on aircraft wings or auto body parts (Figure 1.4b) or looking for defects in steel castings using X-ray 

vision; 

• Retail: object recognition for automated checkout lanes (Figure 1.4c); 

• 3D model building (photogrammetry): fully automated construction of 3D models from aerial photographs used in 

systems such as Bing Maps; 

• Medical imaging: registering pre-operative and intra-operative imagery (Figure 1.4d) or performing long-term studies 

of people’s brain morphology as they age; 

• Automotive safety: detecting unexpected obstacles such as pedestrians on the street, under conditions where active 

vision techniques such as radar or lidar do not work well (Figure 1.4e; see also Miller, Campbell, Huttenlocher et al. 

(2008); Montemerlo, Becker, Bhat et al. (2008); Urmson, Anhalt, Bagnell et al. (2008) for examples of fully automated 

driving); 

• Match move: merging computer-generated imagery (CGI) with live action footage by tracking feature points in the 

source video to estimate the 3D camera motion and shape of the environment. Such techniques are widely used in 

Hollywood (e.g., in movies such as Jurassic Park) (Roble 1999; Roble and Zafar 2009); they also require the use of 

precise matting to insert new elements between foreground and background elements (Chuang, Agarwala, Curless et al. 

2002). 

• Motion capture (mocap): using retro-reflective markers viewed from multiple cam- eras or other vision-based 

techniques to capture actors for computer animation; 

• Surveillance: monitoring for intruders, analyzing highway traffic (Figure 1.4f), and monitoring pools for drowning 

victims; 

• Fingerprint recognition and biometrics: for automatic access authentication as well as forensic applications. 
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(e) (f) 

Figure 1.4 Some industrial applications of computer vision: (a) optical character recognition (OCR) 

http://yann.lecun.com/exdb/lenet/; (b) mechanical inspection http://www.cognitens. com/; (c) retail http://www.evoretail.com/; 

(d) medical imaging http://www.clarontech.com/; automotive safety http://www.mobileye.com/; (f) surveillance and traffic 

monitoring http: //www.honey wellvideo.com/, courtesy of Honeywell International Inc. 

IV.    CONCLUSION 

Three major trends in the future development of computer vision can already be detected. First, vision and testing are the 

driving forces helping in identifying faults so that their causes can be successively eliminated, ultimately permitting the 

successive elimination of testers and, possibly, vision systems themselves. As a consequence, more and more feedback 

will be included into the process, through configuration, regulation, and explanation facilities. 
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